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It is an honour for us to count your great contribution for membership development of the society and we hope to get the same from you in future also to get new enrolments from your known circle.
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Dear Fellow CSI Members,

"Things get done only if the data we gather can inform and inspire those in a position to make [a] difference."
- Mike Schmoker

"Without big data analytics, companies are blind and deaf, wandering out onto the web like deer on a freeway." - Geoffrey Moore

After getting familiar with era of E-commerce in April – 2019 issue, we are now focusing on "Data science and Analytics" - an important, interdisciplinary area of research and application. The current issue flags the information of articles related with Data science and Analytics.

The need of data analytics has been focused by Amit Sagu and Nasib S. Gill in cover story entitled “Machine Learning and Data Analytics: Need of the Hour”. An impact of Big Data and Crowdsourcing Analytics in Business Process has also been explained by S. Balakrishnan, Jayasudha Subburaj and J. P. Ananth in another cover story, relationship between machine learning and analytics given in cover story by Nasib S. Gill and D. Sehrawat. A research view on role of data analytics in health care sector has been explained by T. Ramesh and V. Santhi in last cover story.

The Technical trends is showcased with article “Evolution of Data Analytics in the IOT Era...” by S. Shenbagavadivu, M. Senthil Kumar and B. Chidambara Rajan.

In Research Front we have contributions by Binesh Nairas, “Monetize Dormant Data: 3 Steps for C-Suite Executives to Integrate Analytics into Decision Making” and “A Framework for Software Fault Prediction using Decision Tree Based Machine Learning” by Preeti Gulia and Palak.

Other articles in this issue are,
- “Managing Credit Risk in Banking Application using Data Analytics – A Bird View” by Archana Sasi
- “Handwritten Digits Recognition using Convolutional Neural Network” by AmitChoudhary and Savita Ahlawat
- “Role and Impact of Big Data Analytics in Health Care Systems” by Mamoon Rashid, Harjeet Singh, Vishal Goyal, Kulvinder Singh and Neeraj Mogla

In Security Corner, this issue have article on “Security Aspects in E-Commerce” written by authors Gopal Krishna, Aayush Aman and Tushar Anand.

The details about new members of Executive Committee for the term [2019-20/21] and publication team has been given.

This issue also gives detailed information about reports on the CSI Region-IV Regional Student Convention that was organized by CSI Student Branch – GIET University, Gunupur in collaboration with CSI - Gunupur Chapter on 2019 on “Artificial Intelligence and Machine Learning” during 24-25 February 2019. This issue is also includes a report on seminar conducted on ‘D-Link Academy Campus Connect Program’ organized by Universal College of Engineering in association with CSI, two days’ workshop on ‘Android Application Development” conducted by the IT Department of Mahatma Gandhi Mission’s College of Engg. and Tech., Kamothe, Navi Mumbai on 5th & 6th April 2019, a Regional Student Convention-Region III “KAUSHAL-19” organized on 15th - 16th March 2019 at Shri Vaishnav VidyaPeeth Vishwavidyalaya, Indore hosted by CSI, Indore Chapter and CSI-Student Branch, SVVV Indore. This issue also contains two student branches inauguration reports opened in last months, first at University of Engg. & Mgmt. (UEM), Kolkata, West Bengol [Region-II] on 13th April 2019 and RWMCT’s Dnyanshree Institute of Engineering & Technology, Satara, Maharashtra [Region-V] on 19th March 2019. CSI activity reports from chapters, divisions and student branches are also included.

We are thankful to all contributors and look forward to receive your valuable articles in future also.

We express our gratitude to the CSI publication committee, editorial board, authors and reviewers for their great contribution and support to these issues.

Our special thanks to Prof. A. K. Nayak, President, CSI for his constant encouragement, support and enthusiasm in this publication of May 2019 issue.

With kind regards,

Prof. (Dr.) S. S. Agrawal
Director General KIIT & Emeritus Scientist (CSIR)
President’s Desk

From: President, Computer Society of India
Date: 01 May, 2019
Email: president@csi-india.org / Cell: (91) 82106 93239

The theme of this issue of CSI Communication Data Science and Analytics is of great importance as it will focus on Technology Innovation and Trend Setting initiatives in Academic, Research, Corporate, Business, Industries, Government, Education, Security and Health Care domains for the citizens. The Global economy will experience the contribution of this great Technology in the current decade but the benefits of the same should be completely and uniformly understood and utilized by the Professional Community.

In recent years, CSI has played a significant role in creating IT awareness by organizing massive numbers of Seminars, Conferences & Workshops starting from Chapter Level, State Level, National Level & International Level on current state of affairs of technological development. The months of March & April have witnessed more than 100 events which were mentioned in last April issue & this issue of CSI Communication. In the coming months the quantum of such activities shall be in progress & such events will be regularly covered in CSI communication.

I request the Regional Vice Presidents, Divisional Chairmen, Chapter Office Bearers and Student Branch co-ordinators to kindly organize more & more activities to take forward the name & fame of CSI to common masses with their realization of benefits from this largest Society of IT professionals.

The birth of CSI was inspired by the pioneers of Information Technology in India. Started with 16 members in 1965, CSI has scaled it’s membership height to more than lakhs. It is not only the reflection of the increasing outreach of CSI but also expanding the boundaries to the remotest part of the country with the faith of the members in the Society. The strength of CSI lies in its appeal & association with Students, Academicians, Scientists, Computer and IT Professionals as well as practitioners. I am happy to note that two Student Branches were inaugurated in last months, one is at University of Engineering and Management, Kolkata & another at Dayanshree institute of Engineering & Technology at Satara, Maharashtra. I congratulate the management of both the Institutes in particular & all the concerned students and faculty members in general for their pioneering efforts in establishment of these two new student branches. I also congratulate CSI Kolkata Chapter & Mr. Pradip Rathi, Regional Vice President, Region-VI for the same.

Let us join with me to welcome & congratulate our new publication team which shall be headed by the Eminent Scientist, Academic Administrator & great Visionary Dr. D. D. Sharma, Fellow & Life Time Achievement Awardee of CSI as the Chairman Publication Committee along with the Emeritus Scientist (CSIR) Dr. S. S. Agrawal, Fellow & Life Time Achievement Awardee of CSI as Chief Editor of CSI Communications, Ms. Ritika Wasson of Bharati Vidyapeeth Institute of Computer Application & Management. New Delhi as Editor, DR. R. R. Deshmukh, Professor of Computer Science & Information Technology of Baba Saheb Ambedkar Marathawada University, Maharashtra as Chief Editor of CSI Journal of Computing, Dr. Brojo Kishore Mishra of GIET University, Gunupur, Odisha as Editor of SCI Journal of Computing and Dr. Vishal Jain of Bharati Vidyapeeth Institute of Computer Applications & Management, New Delhi as Editor of CSI Adhyayan.

CSI has invited applications for Regional Student Convenor & State Student Convenor in this issue of CSI Communication. I request the life members having significant contribution for the development of CSI student Community should come forward to apply for the same within the prescribed time.

CSI has also announced summer offer for membership discount of 15% from May 2019 to July 2019. I request all Hon’ble members to motivate to their known people to utilise this opportunity for more & more enrolment.

Though CSI is having good numbers of Chapters, Institutional Members, Students Branches still then it’s association with the increasing number of companies & corporations are most required. In this direction, the efforts will be to enhance our services so as to render satisfactory services to the members & ensure their continued association.

I seek the active & kind support of the Members to make CSI more Dynamic, Vibrant, Productive & Sustainable to achieve the height of excellence.

I sincerely request all the Office Bearers, Executive Members, Chapter Managing Committee, CSI student Branch Coordinator, SIG Managing Committee & CSI Office Staffs to kindly work with responsibility for the Society [CSI] to serve honestly for the cause of every Division, Region, Chapter, SIG, Student Branch & every Individual Members including Student Members.

Let us come forward to make Clean CSI & Green CSI with transparent activities & visions to make it Swachh, Pardarshi & Hara Vara.

With warm regards,

Prof. Akshaya Nayak
President, CSI
Machine Learning and Data Analytics: Need of the Hour

Amit Sagu, Tarika Verma and Nasib S. Gill
Department of Computer Science & Applications, Maharshi Dayanand University, Rohtak, Haryana (India). Email: nasibsgill@gmail.com

1. Overview

Machine learning (ML) and data analytics are subset of Artificial intelligence (AI). AI or sometime referred as Machine Intelligence which mimic human intelligence. The ambition of AI is to make intelligent machine which can take decision depend on given state. The concept of AI is not new it has been introduced a couple of years ago but due to insufficient device which could not have able to fabricate or process data. Today we have Integrated Circuit (IC) which can store data exponentially and we are capable to make machines learn.

2. Machine Learning

Machine Learning is an application of AI which give system ability to learn and improve from learning experience without giving explicitly instruction [1].

ML is similar to how we train any child. It is all about trained the machine first and then machine predict the outcome from previous learning experience. ML is different from traditional programming, in traditional Programming we feed input (data) and program (logic) to machine to get the output. But in ML we feed input data and output data to make its own program it is known as training [2]. Machine learning mainly classifies into supervised learning and unsupervised learning.

Supervised machine learning can be classified into Classification and Regression.

2.1 Classification

It is supervised learning where output is a discrete value. It classify the output value in to homogeneous group. Its aim to predict discrete value belonging to specific class or group. It can be either multi class or binary class classification. For instance Gmail classify incoming email to spam, social, personal, organizational etc. this is multi class classification if we talk about binary class classification then Gmail classify incoming email to Spam or Non-spam. Fig (5) shows binary classification which have two different pattern.

Some other examples are:
- “Today will be rain or not”
- “is this picture flower or not”

Classification supervised learning is not suitable for data which have real values like weight or distance etc.

Example of classification task:
2.1 Regression
Regression model is used to predict the continuous value like predicting the salary of employee based on the age. For example which of the following a regression task?

- Predict the age of the person
- Predict the nationality of the person
- Predict whether it rain today
- What would be price of house after one year

Solution: predicting the age of person is regression because age is real of continuous value, “predict the nationality” is not regression because it is categorical, “predict whether it rain today” can we answered in yes or no, the price of house is also real value.

2.2 Unsupervised Learning
Unsupervised learning is where we have only input data [X] and not having output variable [Y].

2.2.1 Clustering
In it data is divided into several groups with similar patterns [6]. Clustering make homogenous data group and each group datasets are similar to another. Some of the most common clustering algorithms:

- K-mean
- Hierarchical Clustering
- Density based scan Clustering
- Gaussian Clustering Model

2.2.2 Association
It is rule based machine learning technique which find out the relation between parameter of large datasets. Shopping store uses algorithm to find the relationship between products. For example [Egg + Bread] → Ketchup, means they put down ketchup near bread and eggs so that customer would purchase it even he was not intended. If model trained well then it can be used to increase the sale of products.

2.3 Reinforcement Learning
The main idea behind reinforcement learning is that a software agent interact with environment and get reward for performing action.

Unlike supervised learning there is no training labeled datasets. Agent learn from its previous experiences. Reinforcement learning is work same as human learning characteristics. For example human baby see a fireplace he approach it and feel warmed [get reward +1], it get reward cause its feel positive and warm, but when it get too close it burns his hand [reward -1]. Reinforcement is a computational approach learning from action.

3. Data Analytics
Data Analytics is process of examining the data in order to draw inference through the information they contain [3].

Type of Data Analytics
- Predictive Analytics
- Descriptive Analytics
- Prescriptive Analytics

Predictive Analytics is a process which uses statistic model and machine learning to predict the outcome based on current and past events. Descriptive Analytics is simple form of Analytics which aggregate the whole data and provide insights. Prescriptive Analytics uses business rules, machine learning and statistics model in order to recommend the best course of action.

Neural Network is a building block of Data Analytics. Neural Network is system of hardware and software that mimic the central nervous system of human.
A neural network is a function which learn from expected output for a given input training datasets. As we can see in fig there are multiple hidden layer nodes which works as subsequent input. Each circle node have their own knowledge set.

4. Conclusion

Machine learning is the hottest topic in IT. AI, Machine Learning, Automation are changing the shaping of future work. Semi-supervised learning is also introduced which combination of both supervised and unsupervised is learning which could have labeled and unlabeled data. Data Analytics and its neural models are very popular in Machine Learning.
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Overview
As many big data organizations increase gigantic interests in big data to catch business bits of knowledge by scrambling to utilize information researchers, information designers and information investigators. Big data crowdsourcing can enhance associations speculation plans. For Silicon Valley new companies propelling a major information stage, the most ideal approach to diminish costs is to pay telecommuters with the goal that they can disseminate assignments to individuals who have web get to anyplace on the planet. Huge Data holds the guarantee of changing how organizations and individuals take care of true issues and Crowdsourcing assumes a crucial job in overseeing enormous information. In this article, we will talk about how publicly supporting huge information can reform business forms.

1. Introduction
Crowdsourcing, a combination of “crowd” and “outsourcing” first authored by Wired magazine in 2005 and energized by the Internet, is an amazing sourcing model that use the profundity of experience and thoughts of an open gathering instead of an associations claim representatives. Matt H. Evans points out the importance of CrowdSourcing and he said that “Crowdsourcing taps into the global world of ideas, helping companies work through a rapid design process. You outsource to large crowds in an effort to make sure your products or services are right.” The upsides of utilizing crowdsourcing are professed to incorporate improved costs, speed, quality, adaptability, versatility, or assorted variety. It has been utilized by new companies, expansive partnerships, non-benefit associations, and to make normal products. crowdsourcing is an ICT marvel based collaboration, collection, cooperation, agreement, and imagination. It is another method for doing work, where if the conditions are correct, the group can outflank singular specialists. Geologically scattered individuals associated by web can cooperate to deliver strategies and results that are worthy to most.

The key elements of crowdsourcing are as per the following:
1. An association that has an errand it needs performed,
2. A people group (crowd) that is happy to play out the errand willfully,
3. An ICT situation that enables the work to occur and the network to collaborate with the association,
4. Shared advantage for the association and the network.

1.1 Big Data Analytics
Big Data Analytics (BDA) is one of the most envisage fields in the present era after cloud computing. Big business houses and internet giants are busy to explore the benefits of BDA and have implemented the concept terrifically in the last decade to bring a great revolution in the field of data search, online retailing, digital marketing, web mining, social networking, community site growth and much more. Automatic data analysis techniques (for example AI) are frequently considered as principle segments of information investigation. Data analysis is intensely work concentrated. Manual handling rules a vast bit of information investigation process.

Crowdsourcing is from numerous points of view identified with huge information. Big data is an “expansive term for informational indexes so vast or complex that customary information handling applications are deficient”. Big data was brought into the world with the

![Fig. 1: Data Analysis Process](image)
approach of omnipresent processing. The difficulties of huge information incorporate “its investigation, catch, information curation, look, sharing, stockpiling, exchange, perception, and data security”. Enormous information is critical as it can enable us to accumulate, store, oversee, and control immense sums information at the correct speed, at the perfect time, to pick up the correct bits of knowledge. Big data stages enable us to virtualize and store information effectively. This is done most cost-adaptively through cloud-based capacity.

Big data is commonly separated by three qualities:
- “Volume: How much information is there, Velocity: How quick that information is prepared, Variety: The different kinds of information”.

2. Digital Context Of Crowdsourcing

Presently we look at the setting which made it feasible for publicly supporting to turn out to be such a vital marvel, the data society. In data society the creation, conveyance, use, reconciliation, and fundamentally even the treatment of data is a vital financial, political, social and social action. Data society can be estimated by a few markers: mechanical, financial, word related, spatial, and social pointers. Individuals who participate in (share of a sustenance, sedate, drink, and so forth, which means taste, attempt expend) in this type of society are called advanced natives. Data society appears where broadband web, equipped for symmetrical associations is available both in physical and social spaces.

Another wonder identified with publicly supporting is Web 2.0. Web 2.0 administrations enable clients to collaborate and cooperate as makers of client created content utilizing ICT. Web 2.0 forms a virtual network of prosumers (buyers and makers), which are not restricted any more to being simply shoppers of substance. Instances of Web 2.0 incorporate long range “interpersonal communication destinations (Facebook), websites (Tumblr), smaller scale online journals (Twitter), wikis (Wikipedia), video sharing locales (YouTube), and among others, mashups (Google Maps)”.

With crowdsourcing, the problem-solving task is outsourced to an undefined public (the crowd) through an open call via a Web-based business model. This approach has spawned a new breed of crowdsourcing technology platforms (e.g., Mechanical Turk, crowdSPRING), service providers (e.g., Kaggle, CrowdFlower, InnoCentive), and “crowdworkers” (individuals who participate in crowdsourcing initiatives for a living).

3. Crowdsourcing Big Data

Crowdsourcing is an imaginative methodology in the time of big data as it improves appropriated handling and huge information examination.

Enormous advantages can be harvested by blending up publicly supporting with huge information:

1. Crowdsourcing big data enables associations to spare their interior assets - Why procure over qualified staff for huge information forms that publicly support workforce can handle all the more proficiently, rapidly and cost adequately.

2. Crowdsourcing big data enables associations to profit by the human component Content balance and assessment investigation from criticism of clients, social updates, surveys or remarks with publicly supported workforce results in exceedingly exact, significant and important bits of knowledge when contrasted with machines.

3. The appropriated idea of publicly supporting guarantees that enormous information is handled at an unforeseen speed which would not be conceivable to accomplish in-house.

4. Associations can fabricate applications dependent on constant examination as publicly supported workforce produce enormous information investigation at ongoing. Endeavors don’t need to be made a fuss over being unfashionably late to the huge information party.

3.1 How crowdsourcing helps facilitate the procedure of big data analytics?

- Generally, an information researcher invests 78% of his energy in setting up the information for enormous information investigation. Therefore, a smart and financially savvy system
for enormous information organizations is hand over the unstructured informational collections to a very much oversaw publicly supporting stage so the group will educate all the more concerning the data contained inside the information focuses gathered. For instance, before the examination the group can tell whether the information focuses are a Tweet or updates from Facebook and whether it conveys a negative, positive or impartial meaning.

Crowd gives structure (archive altering, sound translation, picture comment) to enormous information in this manner helping experts improve their investigation prescient models by 25%.

Crowdsourcing alongside enormous information examination can help uncover concealed bits of knowledge from scattered however associated data rapidly.

Big information issues can be comprehended with more exactness with publicly supporting as a dependable medium.

The results from the group can be utilized by information researchers to improve the productivity of the AI calculations.

3.2 Crowdsourcing context:

Crowd — An individual or groups dealing with a movement and finishing it with zero ability to see to different people or groups

Community — Individuals or groups dealing with a movement with some dimension of perceivability to different people and groups

Competition — Individuals or groups taking a shot at and finishing a movement autonomously (just a single victor)

Collaboration — Individuals or groups taking a shot at parts of a movement and adding to its finish (everyone wins)

4. Conclusion

Crowdsourcing and Big data analytics together can enable associations to abuse data for settling on educated business choices that are a commendable journey. Crowdsourcing data is an effective way to seek the help of a large audience usually through the internet to gather information on how to solve the company’s problems, generate new ideas and innovations.
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1. Introduction

Over the past several decades, digital computers have changed the perspective in almost every segment of the economy. Earlier it was a dream that one day machine would be able to learn but in modern life, almost all aspects are being changed in some way by big data and machine learning. For example, Netflix makes guess about one’s movies interest and Google from search histories knows what people want to know [1], Facebook identifies faces in photos [2], our webpages are offering ads of our interest, emails detect spam, speech and text recognition. These are some of the persuasive examples of our daily life driven by the most dynamic and progressive machine learning. Today almost all of the industries are making benefits from machine learning applications including automobiles, genetics, health care, finance, banking, government, retail, education and etc. Machine learning helps these industries by automating procedures, reducing processing time, providing more accurate and quicker decisions.

Machine learning is a buzzword floating around nowadays. It is one of the most exciting subfields of research in computer science and engineering.

Machine Learning allows applications to predict more precise and accurate outcomes without explicitly programmed. It works by developing procedures that take input data and then by applying statistical analysis on the data, it predicts an output. Machine learning processes are similar to that of data mining. Both involve searching patterns through data and updating outputs according to new inputs.

2. Machine Learning

The term Machine Learning was coined in 1959 by Arthur Samuel, an American pioneer in the field of artificial intelligence and computer gaming.

Artificial Intelligence (AI) is a broad area of science which performs mimicking of human abilities. Machine learning being a specific subset of AI is the field of science where computers automatically learn without being explicitly programmed. Machine learning provides the ability to learn from experiences and brings computers more similar to humans. It focuses on accessing data, making observations and adjusting actions accordingly. The data can be obtained from direct experiences, or instructions [3]. Machine learning analyzes this massive data and looks for patterns to make stronger decisions in the future. This process is known as building mathematical data from sample data/ training data to provide decisions or predictions without being explicitly programmed to perform tasks. Furthermore, it also provides solutions to those problems for which it is not feasible to develop an algorithm to perform the task like computer vision.

This is because of machine learning that faster and more accurate results are provided in order to categorize profitable opportunities or dangerous risks.

3. How does Machine Learning work?

Machine Learning algorithms are often categorized as supervised, unsupervised and reinforcement learning [4].

1. Supervised machine learning algorithms work by receiving input data, desired output, and feedback from data scientist/ data analyst and update the algorithms to improve the precision of predictions. Data scientists, during algorithm training, make decisions about which variables or features should be used and analyzed to improve the predictions. The algorithm after training will apply to new data for prediction.

2. Unsupervised machine learning algorithms require no training. Instead, they use deep learning, an iterative approach for reviewing data and reaching conclusions. Furthermore, unsupervised learning algorithms using neural networks automatically find correlations between many variables and can solve even more complex processing tasks than that of supervised learning systems.

3. Like unsupervised learning, reinforcement learning is not provided with input/output pairs but like supervised learning, feedbacks in the form of rewards or punishments are provided in reinforcement learning.

Steps in Machine Learning process:
1. Identify relevant data sets and prepares them for analysis.
2. Choose an appropriate machine learning algorithm to use.
3. Build an analytical model on the chosen algorithm.
4. Training of model on input data sets.
5. Executing model to generate scores and results.

Requirements of good machine learning system
- Abilities to prepare data
- Advanced algorithms design
- Automation and iterative processes
- Scalability
- Ensemble modeling

4. Relation to Data Mining

With big data era, computers and internet applications have spawned huge high dimension data at high speed like photo, video, text, and voice attained from the ever-increasing Internet of Things and cloud computing. This has posed a challenge for data analysis and decision-making processes [5]. With this big data, interests in machine language have spurred.

Machine learning and data mining overlap significantly, but while data mining finds previously unknown patterns in the data, machine learning emphasizes on the prediction by learning from the training data. Data mining make use of several machine learning methods; whereas, machine
learning employs data mining as a preprocessing step for improved accuracy [6].

Within machine learning, data mining is a field of study which emphasizes on exploratory data analysis through unsupervised learning. Within the field of data analytics, machine learning provides algorithms for complex models for prediction, an area known as predictive analytics. These analytical models allow engineers, analysts, researchers, and data scientists, to “produce reliable, repeatable decisions and results” and uncover “hidden insights”. This is all done by identifying relationships and patterns/trends in the historical data set (input data).

5. Impact of Machine Learning on Everyday Life

Machine learning is adequately young and is still rapidly growing with several underexplored research opportunities [7]. Today’s machine learning is not like machine learning of the past. In the past decade, machine learning has given us self-driving cars, practical speech recognition, and effective web search but today, it has gained fresh momentum and is so pervasive that we are actively using it many times a day even without knowing it. This is because of innovative computing technologies that complex mathematical calculations can be applied automatically to big data more quickly and repeatedly.

Few broadly publicized examples of machine learning applications include neuroscience, Internet of Things, online shopping, online recommendation, served ads, photo tagging, personalized marketing, fraud detection, health care (diagnose patients), predictive maintenance, email filtering, spam filtering, computer vision and building news feeds, brain-machine interfaces, intelligent game playing, natural language processing, study of biological networks, network security threat detection, genome sequencing data sets, personalized digital media, streamlined logistics and distribution, security and privacy, robot locomotion, and etc. Besides, machine learning is also powering virtual assistant technology by combining several deep learning models to provide pertinent context and interpreting natural speech.

Machine learning is helping us to live happier, healthier and more productive lives. Machine learning is more valuable when one wants to predict future events when people know what they want but don’t know how to take the decision and what are the necessary input variables.

6. Conclusion

The social and ethical impact of machine learning will continue to stir the world’s dreams. Its ability to work on big data and predicting outputs for complex problems would help in creating a new framework for problem-solving. It is clear from the above discussion that machine learning along with data mining is capable of solving a wide range of problems. Machine learning is a rapidly growing technology with numerous underexplored research opportunities.
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Data Analytics – Introduction
Data analytics (DA) is the process of inspecting data sets in order to get the inference by which conclusions can be drawn by making use of specialized systems and software. Especially data analytics are playing huge role in making business decisions which in turn helps industries to increase their turn over. It has huge market around the competitive world which can help in providing better services for the customers and it can be applied effectively in all the domains such as healthcare, banking, stock markets, Transportation, Banking, Logistics and supply chain management etc.

Role of Data Analytics in Health Sector
Data Analytics plays a vital role in the field of healthcare sector, where lot of current challenges will get resolved using this technology. Some challenges in healthcare sector are such as Reducing of Medical Errors in the diagnosis of diseases identification, improving the patient safety, increasing the revenue of hospitals etc.

In this article we focus on Reducing Medical Errors in hospitals as the expenditure for treatment is gradually increasing in an exponential manner. This becomes a huge burden for lower middle class people as they are not in a position to bear the expenses incurred towards a treatment. Before data analytics comes in to the picture, there is lack of clarity in diagnosing various types of diseases, sometimes it may lead to failure. So, data analytics with the combination big data plays a vital role in healthcare analytics.

Why is it important to reduce medical errors
The reduction of medical errors is very important for any hospital in order the reputation & sometimes these medical errors lead to a patient death.

As Chances of occurring medical errors at various stages starts from admission to discharge from the hospital, there is a huge requirement for data analytics.

Need for reduction of errors in healthcare- At Present
At present there is an enormous amount of challenges exist in healthcare as the number of diseases are getting increased and still for particular diseases there is no medicine available outside, even though if it is available poor people are not in position to afford those medicines. So, the data analytics will be very much useful in healthcare in terms of prediction of diseases at the early stage will help them to reduce expenses for treatment towards a particular disease. Data Analytics will help not only in predictive analysis and also in increasing operational efficiency etc. Medical errors in general costs very much high as it may cost patients death.

Benefits of Error Reduction in healthcare over organizations:
Error reduction in healthcare will help organizations to provide better services to all the stakeholders including patients, doctors, administrative people etc. In the process of applying analytics, various types of data need to be analysed including structured and unstructured data by which amount of precision will increase for better results. Upon accessing data from various sources such as data bases, text documents etc. which need to be undergone various pre-processing techniques such as cleaning, transformation etc. before applying analytics over it. So, data analytics will help organizations for both prescriptive and descriptive analysis as mentioned in fig 1. where it shown evolution of data sources by passing through various steps in which analytics can be applied effectively.

The outcome of the data analytics in healthcare is in the form of summary reports or any other models such that one can easily understand the inference from huge volume of data. So, there are so many methods to apply data analytics over healthcare.

Conclusion:
The reduction in medical errors in health care sector will help organizations to increase their revenue

Fig. 1: The evolution from the data sources to analysis results passes through several steps
such that they can provide better services for all the stakeholders. So, the data analytics will provide a solution for all the challenges in healthcare such that amount of errors can be minimized gradually. Still so much research is going on in healthcare where data analytics will provide a solution for upcoming challenges.
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Evolution of Data Analytics in the IOT Era...
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It is a well-known fact that the Technological Advancement in the IOT is reaching greater heights each and every day. In the 1990’s about 1 billion devices were connected to the internet. With the development of mobile wave, 2 billion devices were connected to the IOT in the year 2000. More than 6 billion devices have been connected to the IOT in the past two decades. As per the estimation from Cisco the data generated from IOT would reach 600ZB per year by 2020. The growing market trend has generated greater demands in the field. IOT collects data from various sources such as sensors, smart devices, and micro controllers and on board units etc., now it would be a big challenge for us to collect, store and handle those data. Moreover it is very important for us to convert the data into useful information that can be made available to the end user. This is achieved by proper data analytics techniques.

Introduction
We can make the information available to the end user only after properly collecting and analyzing the data. Based on the organization’s need and the type of data that is collected we need to select the appropriate data analytics techniques. Data analytics can be divided into the amount of data that the IOT device receives to understand from the scratch, to analyze about the working process, to aid the organization to take decision in the perfect manner. Every day 2.5 quintillion bytes of data generated, only 0.5% is analyzed and used. There are fresh opportunities available for the field of data science.

There are four common analytics. Following figure shows the techniques.

1. **Descriptive Analytics**
   Descriptive Analytics is used to provide answers to the questions for what has happened so far. Used to express about the pros and cons of current processing methods. It is used to evaluate the organization performance and provides the information in an effective manner.

2. **Diagnostic Analytics**
   Diagnostic Analytics is used to analyze historical data for answering the question of “Why something happened?”. It is discriminated by the techniques such as data discovery, drill down, data mining and correlations.

3. **Predictive Analytics**
   Predictive Analytics is used to make predictions about future events. More micro level predictions can be done. For example predicting all the items that the customer will purchase together.

4. **Prescriptive Analytics**
   The main goal of prescriptive Analytics is to decide the actions needed to undergo to eliminate the problems that will happen in future. It recommends number of possibilities for solving the problems that will happen in future. This technique can be applied on data from various data sources such as real-time data, historical data, big data and transactional data. It is very useful to deliver the right product at right time to satisfy the customers.

**Process involved in Data Analytics**

**Step 1 (Raw Data):**
Used to determine the requirements of data and grouping of data. Generally data can be grouped together based on the sex, age and income.

**Step 2 (Data Collection):**
Describes the process of collecting data. Data collected from various sources such as Surveys, cohort method, case control method, ecological method and by conducting experiments. Using appropriate collection method we will perform analytics.

**Step 3 (Data Organization):**
Once the data collected it must be organized so that it can be analyzed in an effective manner. Data can be organized using the following methods:
- Location
- Alphabet
- Hierarchy
- Time
- Category

**Step 4 (Data Cleansing):**
Before analyzing the data we need to clean up the data. It will clear any errors in data before it goes on to data analytics phase. It also ensures that there is no duplication, and if any state is incomplete.

---
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Data Analytics Tool

R Programming Language

R is leading analytics tool used in the industry especially for statistical and data modeling to perform predictive analytics. For example, “what item would be purchased by the customer after 1 Year?”. It includes techniques such as linear and non-linear modeling, classification techniques, clustering, graphical techniques and others. It can easily manipulate the data and represent it in an effective manner. Google and Facebook use R programming to know about the analysis on status updates.

Tableau Public

It is a free visualization tool and most widely used in Business Intelligence industry. It helps to represent raw data in an understandable format. It can extract simple data base such as PDF, Excel to a complex databases such as AWS, Microsoft Azure, Google Cloud SQL in an effective manner.

Python

Python is easy to learn and it is a powerful programming language. It is as that of PHP, Ruby and Java Scripting. It can run on different platforms such as Mac, Linux, windows and ResberryPi. It is used to create WebAPP on server side, workflows and to handle big data.

SAS (Statistical Analysis System)

It is used to perform advanced analytics and it can predict behavior and manage data from various sources. Social media and market analytics can be widely for profiling customer and prospects.

Apache Spark

Apache Spark is used to perform large scale data processing. It is used to write applications in SQL Shell, R, Scala, Python and Java. It can run on Apache Mesos, Kubernteses, and Hadoop, stand alone or cloud.

Power BI

It is a Business Analytics solution provided by Microsoft. It helps the organization to gather data from multiple sources in to one dashboard and thereby it identifies the problems. We can get real time alerts with PowerBI mobileApp and can make our operation more efficient.

Conclusion

Data Analytics helps organizations with actionable intelligence via industry-leading technology, analytics and sophisticated enterprise intelligence applications.

By applying appropriate analytics techniques as mentioned above revenue of individual or organization is enhanced which will in turn act as a major factor of our country’s growth. This also allows executives and operators alike to navigate via a single pane of glass, in near real-time, giving everyone easy access to metrics that optimize inventory, reduce waste, and shorten order-to-cash and time-to-ship metrics. The quality of work done will be as per expected standards by using advanced analytics tools. Risk will be predicted at the earlier stages itself and hence the failure of a system will be avoided. Design blames production, accounting blames sales. Eliminate the cancer of the blame-game by giving everyone a shared picture of progress towards the goals. Empirically identifying constraints drastically reduces finger pointing and empowers organizations to make critical decisions on the ground.
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Monetize Dormant Data: 3 Steps for C-Suite Executives to Integrate Analytics into Decision Making

Although data analytics seem to be ubiquitous; the reality is that many organizations are still grappling to find value from the data lying dormant within them. A 3-pronged approach presented in this article—creating SMART business use cases, building a well-balanced analytics team and establishing an insight-driven culture; can help organizations to capitalize on the insights generated from underlying data to drive business growth.

Organizations are often clueless when it comes to making sense of the endless list of “next big thing” technologies that seem to appear every other day in the industry. These technologies are often eulogized in conferences by key note speakers and trumpeted in industry-recognized publications. At the same time, it is amusing when each of these technologies is said to ‘revolutionize’ or ‘disrupt’ the industry! While many of these technologies may have the potential to revolutionize the industry over the next decade or so; unavailability of any reasonable business use cases makes it strenuous for organizations to estimate the impact these technologies will have on the industry in general and on the organization in particular.

Gartner has brilliantly identified and visualized the stages of the emerging technologies in the Hype Cycle 2018 (see Fig. 1).

Gartner had dropped data analytics from its hype cycle for emerging technologies in 2015. Although this can be inferred as analytics as a technology being ubiquitous in 2019; the reality is that many organizations are still grappling to find value from the data lying dormant within them.

If your organization is still waiting to adopt analytics and is clueless about how to go about it; then you can take the following three steps to reap the full potential of your most valuable and at the same time grossly under-utilized asset: “data”. This 3-pronged approach can act as a roadmap for integrating analytics into your business.

Creating SMART Business Use Cases

Many organizations are often forced to implement emerging technologies in order to overcome the fear of being disrupted by the technology or being outplayed by the competitors! However, most of the times the stakeholders in such organizations either do not have a business case in hand or have only a vague understanding of how emerging technologies can solve a business issue in hand.

The obvious challenge in implementing any ‘half-backed’ technology is that, it becomes too difficult to measure the impact of the technology and hence, becomes even more unreasonable to communicate the ROI on this technology!

Hence, in order to avoid costly mistakes, not just in terms of costs
but also, in terms of intangibles like, employee engagement, brand reputation or customer experience; it is paramount not only to identify a business use case but also, ensure that it adheres to the SMART framework. In other words, a business use case must be Specific, Measurable, Actionable, Relevant and Time-bound.

While data analytics appear to have been democratized with the availability of tools, talent and reproducible business use-cases; many organizations still seem to be clueless on how to gain actionable insights from data. For instance, more than 70 percent of the organizations which participated in the 2018 Deloitte Insight Driven Organization (IDO) survey have challenges in generating value from data; with most of the efforts being ad-hoc and in silos. This is substantiated by the fact the most of the organizations are struggling to manage data; 66 percent of the respondents in the IDO survey identify data management as a key barrier to the adoption of analytics.

How can organizations create a use case? In order to answer this question, an organization has to identify an issue which is challenging the business growth. A business issue can either be a ‘visible’ business problem that is affecting the business like, consistent drop in sales or consistent churn of customers etc., or it can be an ‘invisible’ problem that is not directly affecting the business currently but, is rather stopping the business from delivering on its full potential. An instance of an ‘invisible’ problem is a scenario wherein the customer support team is working overtime to address customer’s issues. While on the surface it may appear that the issue is a poor customer support team and hence, an impulsive solution will be to develop an innovative model to reduce the time taken to address a customer issue. However, an analytical approach is to do a ‘root-cause’ analysis to answer questions like, why there are many issues with the product in the first place? Are these issues redundant? Are there any hidden patterns?

Once a business issue has been identified and well-defined, it is important to identify if analytics can be used to address the issue? For instance, it may even be an issue with the business process rather than lack of insights! If the solution requires data to be crunched then the first step will be to define objectives that can be monitored once an analytics solution has been implemented. In other words, it is critical to explain what deliverables will look like, preferably in business parlance. This essentially will help in communicating to a wider business audience without the fear of being lost in translation.

While any organization will have multiple key issues at any point of time, a best practice is to identify a pilot project from a set of potential projects based on cost, feasibility, time and resource restrictions against the potential business impact the project can make; as shown in Fig. 2. One of the benefits of this visualization is that, it allows the organization to prioritize the issue based on various parameters. For instance, if the purpose is to taking majority of the stakeholders into confidence, then it may be ideal to choose a project which can make a bigger impact. Similarly, if cost is a concern then the organization can choose smaller projects which can deliver quick wins.

A pilot project is also an effective way to gain the stakeholders’ confidence in analytics and it also provides them enough teeth to buy-in other stakeholders or to communicate the potential impact to a wider organization.

Building the Right Team

Once the business issue has been identified and it has been translated into an analytics use case with well-defined deliverables; it is time for the organization to identify and define the required capabilities. Three broader capabilities will be required by any organization to integrate analytics into decision making: capability to plan and execute the analytics strategy; capability to translate the business requirements into analytics problems and capability to communicate analytical findings as business insights. Some of these capabilities will be hard to find, based on the sector and the market in which the organization operates. While supply is definitely a concern for these multi-disciplinary skillsets; organizations also have to align their recruitment strategy and process to the analytical needs of the organization. For example, only 31 percent of the organizations in the 2018 Deloitte IDO survey have broken their analytical needs at a capability level and proactively embedded this into their hiring and talent development strategies and processes.

Capabilities can be present either within an organization or need to be acquired from the market. If capabilities are present in-house; then the organization will have to identify the level of training that will be required in order for the resources to start delivering on the project. Ideally, in a context wherein the organization itself is testing water in terms of integrating insights from an analytics solution into decision making; it is advisable to have at least one senior leader who has both business know-how and technical knowledge in analytics. He will be the face of analytics in the organization and will play a key role as a translator between business stakeholders and technical analytics resources. Additionally, it is a best practice to have a data evangelist; typically a senior leader from the business side - who understands analytics, appreciates the impact that analytics can make in terms of delivering business outcomes and can manage the various stakeholders in the business.

If the capabilities is being searched outside, it is important to understand the kind of skills required in the analytics team. For instance, it is important to understand the distinction in the roles of a data engineer, a data scientist and a data analyst. While tool knowledge may seem to be important for a data engineer; attributes like critical thinking, business sense, ability to translate business requirements, telling stories using insights will be more important for a data analyst.
Organizations should restrict themselves from defining generic job descriptions without understanding the key capabilities required for that position.

Analytics is not about technology or tools; it is about being able to translate the business requirements into an analytics problem and being able to communicate the insights to business and also being able to convince the stakeholders to act on these insights.

Setting up an Insight-Driven Culture

Culture within an organization is defined by its people; which in turn is decided by the organization itself. One of the ways to identify priorities within an organization is to identify the influence of people who are in-charge of these priorities and the visibility of their business functions. For instance, high priority business functions will have influential people and high visibility. As per the 2018 Deloitte IDO survey, only 15 percent of the respondents have a Chief Analytics Officer or a Chief Data Officer. Only 37 percent of the organizations have a C-suite member with a formal mandate to drive analytics across technology, people, process, data and strategy. Organizations must evolve beyond unstructured and siloed analytical capabilities and rather develop and maintain a thriving ecosystem for analytical capabilities to interact with rest of the business units in order to produce tangible results.

One of the approaches is to design a hub-and-spoke model wherein the analytics team is established as a Centre of Excellence (COE) - interfacing with various business units to solve specific use cases. One of the advantages of having such a model is that, business units can come together to solve problems which will be inter-functional and will also require them to share their departmental data. For instance, in order to have a 360-degree understanding of a product’s performance, the COE may have to obtain data from the marketing department to identify the cost invested on various marketing channels, obtain data from the customer support department in terms of the number of calls they receive from the Customers for various products, obtain data from organization’s social media page etc.

Fig. 3 provides an organizational structure for a typical analytics COE. The analytics champion(s) should report directly to the CEO, CMO, COO or CFO. This serves dual purpose. From the business perspective, the C-suite executives will be able to see the transformational change resulting from the use of analytics. From an analytics team’s perspective, it helps them to keep the business impact in mind without getting lost in the technical intricacies. Additionally, this approach also has the advantage of earning the confidence of top management at an initial stage, compared to fighting the way upward, by overcoming inter-departmental conflicts. It can even smoothen the cultural transition towards an insight-driven organization.

Further, every analytics project should be communicated to the wider organization during review meetings or through periodic newsletters so that, every department is aware about how the organization is leveraging the analytics services being provided by the COE to solve some of their challenges or to gain insights from data which were not directly visible to them. For instance, the marketing team may benefit immensely if they are given insights on how a campaign is performing across various age groups in different locations. This feedback can possibly help them to improve their target marketing strategies.

One of the effective ways to spread analytics to every department is by having one of their representatives working intermittently in the COE as a domain expert. This domain expert can be a business unit head. This will help COE to communicate what it does to the wider department though this departmental nominee rather than the former explaining their work! This approach can even facilitate in improving the explainability of analytics as a technology.

Finally, every successful project which used analytics at any stage of the decision making should be celebrated. The concerned stakeholders and the COE should even communicate the scale of impact; for instance in terms of increasing revenue, improving the sales, increasing the customer retention, or reduction in the time taken to make a decision etc.

Conclusion

Monetizing data present within an organization will require C-Suite executives to embrace the fact that data is an asset rather than a liability. Also, it is equally important to align analytics deliverables to tangible business goals. Finally, solving business issues by collaborating with a centralized analytics COE can not only overcome inter-departmental conflicts but also, expedite the organization’s journey towards being an insight-driven organization.
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Software plays an important role in our daily life. The use of smart real time devices has increased dramatically over last decade which in turn raising the need for fault proof, highly reliable software. The quality expectations of end user are very high in this era of technology that demands software to be robust and failure proof. Manual methods of predicting and identifying faults in complex systems may not guarantee fault free system due to some inherent limitations and they often are time consuming. The main expectation from reliable software is the minimization of the number of failures that occur when the program runs. Software defect prediction is important for identification of defect-prone parts of software. One approach in achieving this is to dynamically assess the modules in the synthesized code using software defect prediction techniques based on machine learning. In this paper, decision tree based machine learning technique is applied to assess its efficiency on three different performance parameters.

Keywords: Machine Learning; Software; Fault Prediction; decision tree.

I. Introduction
A well planned software engineering process aims in delivering fault free software that meets the user specifications and are easy to maintain. Faults in the software are the conditions where system does not perform as expected. Over years software engineering has improved a long way to deliver high quality software but still there are chances of error at the various stages of SDLC (software development life cycle). Software testing is an important and unavoidable phase to detect and remove defects. It should start early in stages of SDLC so that errors do not propagate from one stage to another. Inadequate software testing may result in system failure at later stages of implementation. A single defect can cause the entire system failure and most of the time they drop the quality of the software system drastically. Important activities of bus prevention are software testing, inspection, formal verification and software defect prediction. The growing complexity of software resulted in the need to describe it at different levels of abstraction, and, in addition to this, the notion of software architecture has developed. Software fault prediction is a discipline that predicts whether software will be fault prone in future by using historical background of software product lines. In software engineering, early detection of defective portions of the software can help the software developers and engineers in proper allocation of limited resources in testing and maintenance phases of the software development.

Machine learning (ML) includes training of computer systems to recognize patterns and behavior based on historical data to make decisions and to solve computational problems without using any explicit aid. ML is considered as an inseparable aspect of artificial intelligence. ML uses training data to teach machine how to respond to the real life problems and imitate the behavior of human or the living organisms. Machine learning is about predicting the future based on the past Implementation of machine learning is broadly classified into two types: supervised and unsupervised learning [1]. In supervised learning, training data contains both input and output. So the results can be easily monitored and compared to the desired output. The whole system can be supervised and modifications are done to minimize the gap between actual and desired output. On the other hand, unsupervised learning is used to train such systems when output is not known in advance. Errors in this case are mitigated by some random adjustments in the systems. Anomaly detection and clustering are some of the examples where unsupervised learning is used. In between supervised and unsupervised learning, there is one more learning paradigm called semi-supervised learning which takes the advantage of both. It may sometimes also called as reinforcement learning in which despite of knowledge of desired output, the error signal is based on some random value.

II. Related Work
Machine learning has attracted many researchers over last few
decades due to its myriad applications in various fields of engineering and technology. Software fault prediction is one such area of application of ML tools and techniques. Various ML techniques like neural networks, fuzzy systems, decision tree, naïve Bayes etc. are seemingly utilized for prediction of future fault prone software. A vast literature is available online and offline in this regard. A few important researches are reviewed in this section.

P. Bal et. al. in [2] used extreme learning machine (ELM) for cross project defect prediction. Cross projects are those projects which are based on historical data of other projects. Their focus is on completeness of fault prediction for different datasets. One more important research in this league is given in [3] where authors applied unsupervised classifier for cross project defect prediction. They also compared the results with supervised classifiers.

Authors in [4] used various machine learning techniques of bug prediction namely artificial neural network, Naïve Bayes and Decision tree. They tested their results on three real datasets and concluded that decision tree performs best out of the three. Feature selection is an important aspect in applying machine learning.

Authors in [6] applied machine learning techniques on python based software to assess whether the models used for C/C++ and Java are effective for python or not. They found the approach appropriate for python based programs with lower false positive rate. Android software is also gaining popularity in past few years. Researchers find it attractive to apply ML techniques of fault prediction in Android based systems.

One such effort is given in [7] where author used object-oriented metrics for predicting defective classes using 18 machine learning techniques. The proposed framework has been applied to seven application packages of well known, widely used Android operating system viz. Contact, MMS, Bluetooth, Email, Calendar, Gallery2 and Telephony.

Authors in [8] reviewed three machine learning based techniques for software fault prediction namely Support Vector Machine (SVM), Radial Basis Function Network (RBF) and Adaptive Boost Network. A new model for bug prediction can be seen in [9] where authors predicted the bug proneness index using marginal R square values after applying multiple regression.

Authors in [10] summarized some important open issue in applying fault prediction techniques. Some of them are finding the relationships between attributes and faults, standard specification, cross project issues, lack of general framework etc. Neural network and fuzzy systems are two ML techniques that always attracted researchers of various fields. A comparison is carried out between such soft computing based techniques to assess their relevance in fault prediction [11]. The problem with neural network is that they require deep understanding with the system so it becomes difficult to represent the problem to the network. One cost effective neural network based model is presented in [12].

Authors in [13] utilized Bayesian Regularization (BR) for fault prediction. Their results signify that the software fault prediction model using BR technique provide better accuracy than Levenberg-Marquardt (LM) algorithm and Back Propagation (BPA) algorithm. Authors in [14] utilized various data mining approaches for fault and effort prediction. Similar effort is done in [15] for software static defect prediction. According to their experimental results Naïve Bayes performs better than other data mining techniques.

III. Decision Tree

A decision tree can be used to visually represent decisions and decision making. Each path from decision node to leaf node gives us a rule. It is a type of supervised learning in which class labels are already known. It can be used for both classification and regression. A decision tree can be built using greedy approach. For attaining high accuracy the height of the tree should be small. Decision Tree models are created using 2 steps: Induction and Pruning. Decision Tree algorithms are referred to as CART or Classification and Regression Trees. We can represent any boolean function on discrete attributes using the decision tree. Fig. 1 shows decision tree for OR gate.

IV. Results and Analysis

To assess the performance of decision tree based machine learning approach, three well known performance measures are taken into consideration i.e. accuracy, precision and recall that are derived from confusion matrix. Confusion matrix is a table having counts for true positive, true negative, false positive and false negative. The aim is to achieve high true positive and true negative. Accuracy is the proportion of true results among the total number of examined instances. Precision is calculated as the count of true positive predictions divided by the total number of positive predictions. Recall is calculated as the count of true positive predictions divided by the total number of positives. Table 1 shows the result of applying Decision Tree to a sample dataset with 109 records containing number of faults and number of test workers on daily basis. The results show that decision tree is a good choice in the field of software fault prediction.

<table>
<thead>
<tr>
<th>Table 1: Performance Analysis of Decision Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance Measure</td>
</tr>
<tr>
<td>----------------------</td>
</tr>
<tr>
<td>Accuracy</td>
</tr>
<tr>
<td>Precision</td>
</tr>
<tr>
<td>Recall</td>
</tr>
</tbody>
</table>
V. Conclusion

Software industry is growing at a very fast pace with the growing need of smart devices. Faulty software never satisfies end user expectation and degrades organization goodwill. Inadequate testing may result into software failure at later stages. Software fault prediction techniques have proved a boon to the developers where historical data is used to predict future faults in related software. This paper analyses the performance of decision tree based software fault prediction approach which is a well known machine learning technique. Three performance parameters are taken into consideration to assess the effectiveness of decision tree. The results show that decision tree is a good choice in the field of software fault prediction.
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Data Analytics – Introduction
Data analytics play a decisive role in making decisions that motivate organizations to move forward, helping to improve efficiency, increase profits and thereby achieve their business goals using massive chunks of data. Much effort should be required at various levels to make decisions so the core idea behind the process of data analytics is to discover, represent and convey important data insights to achieve better decision-making.

Data Analytics Applications – Real time
Data analytics applications are growing considerably as a result of innovations from different fields. It have been used in various areas such as transport, fraud and risk detection, risk management, banking and finance, health care and customer interactions... In general, risk management is classified into five segments, namely market risk, capital adequacy, liquidity risk, operational risk, and credit risk. In this article, we focus on credit risk management in banking applications. The Schematic diagram of risk management is represented using Fig. 1.

Credit Event and Credit Risk – A Definition
Any loss that a lender can expect from the loan and borrowing process is called a credit event. Credit risk is primarily related to the loss that can typically occur due to some event related to credit. It refers to the likelihood of loss that the borrower may result from failing to make the necessary payments in accordance with agreed terms.

Credit Risk Management Framework – In Banking Application
Credit risk management plays an important role in banks to improve their banking and performance operations. It also protects the bank’s resources by prioritizing risks and by planning to deal with each possibility. The overall architecture for key risks in banking application is shown using Fig. 2.

Role of Data Analytics in Credit Risk Management
Data analytics plays a crucial role in managing credit risk in the banking sector. Analysis of credit risk provides lenders with a complete customer profile and also helps them to expect customer behavior. Using these analytical techniques, lenders can save money, time, and resources in order to target the right customers and expect the risks involved. In addition, the risk level for those customers with no credit history can be observed. Credit risk analyst is the one who does this analysis work for banks or other institutions. Their main task is to evaluate applications for loans and determine who will pay the loans back. Diagram 3 shows how credit risk is managing in banks.
Conclusion
Credit risk management traditionally checks the debt-to-equity ratio and analyzes where the loan is concentrated across portfolios, geography and other attributes so that the bank can decide whether to take more risk or take less risk. There are some best practices that can be implemented faster and more efficiently with the emergence of data analytics. The need of this technology is used by banks use credit risk management with accurate and acceptable parameters to retain exposure due to credit risks. It is directly applied on real time banking operation such as integration of systems, data quality and modeling. The outcome of this data analytics in credit risk management are applied over banking sector and it has been recognized at a higher level as a result, most banks have started to earn profits.
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1. Introduction

Convolutional Neural Network (CNN) is basically a variant of Multi-Layer Perceptron (MLP) network and was used for the first time in 1980. The computing in CNN is inspired by the activity of human brain. Humans perceive or identify the objects using visuals. We (humans) generally train our child to recognize various objects by showing him many pictures of that object. This makes him to identify or make a prediction for the objects he has never seen before. The CNN works in the same fashion and is popular for analyzing visual imagery. Some of the well-known CNN architectures are GoogLeNet (22 layers), AlexNet (8 layers), VGG (16-19 layers), and ResNet (152 layers). The CNN integrates the feature extraction and classification steps and requires minimal pre-processing and feature extraction efforts. The CNN can extract affluent and interrelated features automatically from images. Moreover, CNN can provide considerable recognition accuracy in case of availability of small training data. It eliminates the necessity of collecting prior knowledge and design details of features. The major advantage of the CNN model is that it exploits the topological information present in the input and is invariant to basic transformation like rotation, translation etc. CNN can also scale well for high resolution images.

The convolutional neural network is a specific type of deep neural network having wide application in image classification, object recognition, recommendation system, signal processing, natural language processing, computer vision and face recognition. Some CNN variants are - Autoencoders, Recurrent Neural Networks (RNN), Recursive Neural Network, Deep Belief Networks and Deep Boltzmann Machines etc. The ability to automatically detect the important features of an object (here object can be an image, a handwritten character or a face etc.) without any human supervision or intervention makes them (CNN) efficient in comparison to its predecessors (MLP etc.). In other words, the high capability of hierarchical feature learning results in a highly efficient CNN.

The main applications are vehicle number plate recognition, road side object detection, postal letter sorting services, Scene Labelling, OCR scanning and historical document preservation in the archaeology department, Human Pose Estimation, Computer Vision, old documents automation in libraries and bank etc. All these areas deal with large image databases and hence demands high recognition accuracy, lesser computational complexity and consistent performance of the recognition system.

2. Convolutional Neural Network

Architecture Overview

The CNN computation is inspired by the visual cortex in humans. The visual cortex is a part of the brain that processes the information forwarded from the retina. It processes the visual information and is subtle to small sub-regions of the input. A basic convolutional neural network comprises of three components namely the convolutional layer, pooling layer and the output layer. Neurons in one layer connect with some of the neurons present in the next layer making the scaling easier for the higher resolution images. The operation of pooling or sub-sampling can be used to reduce the dimensions of the input. In the CNN model, the input image is considered as a collection of small subregions called the “receptive fields”. A mathematical operation of the convolution is applied on the input layer which emulates the response to the next layer. The response is basically a visual stimulus.

The input data is loaded and stored in the input layer. This layer specifies the height, width, and number of channels (RGB information) of the input image. The hidden layers are the backbone of CNN architecture. They perform a feature extraction process where a series of convolution, pooling and activation functions are used. The distinguishable features of visual images are detected at this stage. The convolutional layer is the first layer placed above the input image. It is used for extracting the features of an image. It introduces non-linearity through neural activation function. A receptive field is calculated in CNN, which is a small region of an input image that can affect a specific region of the network as shown in Fig. 1.

Fig.1: Receptive Field and Projective Field

It is also one of the important design parameters of the CNN architecture.
and helps in setting other CNN parameters. It has the same size as the kernel and works in similar fashion as the human eye works for producing the sharp central vision. The receptive field is influenced by striding, pooling, kernel size, and depth of CNN. Stride is another parameter used in the CNN architecture. It is defined as the step size that the filter moves every time. The stride value of 1 indicates filter sliding movement pixel by pixel. A larger stride size shows less overlapping between the cells. The working of kernel and stride in convolution layer has been presented in Fig. 2.

Data pre-processing plays an important role in any recognition process. For shaping the input images in a suitable form for segmentation, the pre-processing methods such as scaling, noise reduction, centering, slanting, skew estimation and many more have been used. In general, many algorithms show improvement in performance after the data has been normalized and whitened. One need to work with different algorithms in order to find out the exact parameters for data pre-processing. In the present work, the MNIST images have already been size normalized into a fixed image of size 28 x 28.

The convolution layer with 28 kernel/filter/patch and kernel sizes of 5x5 and 3x3 are used here to extract the features. Every patch contains the structural information of an image. In Fig. 2, a convolution operation is computed by sliding the filter of size 5x5 over the input image. This layer is responsible for transforming the input data by using a patch/filter of locally connecting neurons from the previous layer.

The convolution operation is computed by sliding the filter of size 5x5 over the input image. This layer is responsible for transforming the input data by using a patch/filter of locally connecting neurons from the previous layer. The increased number of layers might cause overfitting and consequently can influence the recognition accuracy. The problem of the overfitting can be avoided by finding out optimal values using trial and error method or under some guidance. The concept of dropout may be used to solve the problem of overfitting in which we can stop some randomly selected neurons (both hidden and visible) from participating in the training process. Basically, dropout is the weight regularization technique and most preferred in the larger networks to achieve better outcomes. Generally, a small value of dropout is preferred otherwise network may be under learning.
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1. Introduction:
Presently volumes of data is generated in Health Care Systems in the form of test reports, clinical prescriptions, billing reports and laboratory tests [1]. It is a real challenge in Health Care Systems to process this huge amount of data in different formats. Moreover it is important to predict and analyze this Healthcare data with faster rates without being stored in traditional ways. Big Data Analytics is one such approach which addresses these issues in Health Care systems. With the help of Big Data pipelines, it is quite possible now to reduce the costs for various treatments, detect and predict diseases at earlier stages and minimize the human error in terms of diagnosing among patients.

2. Definition of Big Data for Health Care Systems:
Big Data refers to the voluminous information which is processed and analyzed by various technologies with less computation time [2]. Health Care Big Data is the data in huge quantities which is available in health databases like Electronic Health Records (EHR). The overview of Big Data in Health care is summed up in Fig. 1.

In Healthcare systems, it will make use of patient data and provide the ways to detect such individuals from different kind of diseases on low cost basis [3]. In today’s Health Care Systems, medical experts expect best possible understanding related to patient history that too as early as possible. This demands huge amounts of medical data related to patients whose processing needs to be done with less costs and time. Health Care Analytics in terms of Big Data pipelines is the possible solution of these issues where all patient data is collected and stored effectively and processed it to get critical insights that help medical doctors to take decisions for better medical care.

3. Architecture of Big Data Analytics for Health Care Systems:
The architecture of Big Data Analytics for Health care Systems consist of five layers: Data Layer, Data Aggregation layer, Analytics Layer, Information Exploration Layer and Data Governance Layer [4]. The layers in Healthcare Analytics architecture are shown in Figure 2.

- **Data Layer:** This layer is responsible for collecting data from different sources of medical laboratory equipment's and Electronic Health Records. This collected data is of three formats: Structured, semi-structured and unstructured data. Structured data is having fixed format and is easily stored, processed and accessed.
Structured data is always following particular order as in row and column format and always results into ordered output. All traditional databases containing data in row column format belong to this category. Unstructured data is usually huge data which is not in organized manner. This kind of data remains usually unknown and poses numerous challenges while processing for valuable insights as output. Data in the form of images, audio, video and sensor based data belong to this category. Semi-structured data usually contains both the forms but remain undefined. Representation of data in terms of XML files belong to this category [5].

Data Aggregation Layer: This layer is responsible for the processing of stored data on big data environment. Apache Hadoop provides programming model of Map Reduce which is required for efficiently computing this medical big data. Data is divided into multiple nodes on storage cluster of HDFS in terms of blocks and then maps are sent on each node for the processing of data on nodes. The intermediate results achieved on nodes are aggregated with the help of reducer which gives the final result. Both Map and Reducer are programming scripts which are running on nodes itself to process the big data with least computational times.

Information Exploration Layer: This layer is responsible for visualizing results and monitoring. This layer will provide insights about the complex and huge data inputted to Big Data pipeline on which basis diagnosis and decisions are to be taken. This layer provides the summarization of results for the input data.

Data Governance Layer: This layer provides support to all layers and is responsible for data management and its privacy. This layer is integrated with all remaining layers of architecture and governs the Big Data pipeline for all kinds of operations.

4. Need of Big Data Analytics in Health Care Systems:

The adoption of Big Data Analytics in Health Care Systems is due to the following requirements:

Storage of Healthcare Data: Due to the digitization of healthcare data, the amount of Healthcare data is growing with exponential rates and thus it is a big challenge to collect effectively this medical data and then analyze and process for various insights [6]. These days, medical databases are getting data from sources like social media, mobile applications and digital marketing. All these sources makes Big Data Analytics a favorable choice for managing this healthcare data.

Government Regulations in Healthcare: Under the National eHealth Authority, India has decided to digitize the medical data in terms of Electronic Health Records (EHR) for the easy storage and exchange of medical data which makes its availability across all health institutions. Thus a technology like Big Data Analytics plays its prime role in storing and processing this data for ensuring better availability of health history of patients.
**Organization in HealthCare Data:**
Big Data is one of the best choice to extract structured data from Electronic Health Records which are unstructured in nature. Evidences out of observations can be extracted by applying Machine Learning over such Electronic Health Records without raising any kinds of issues.

**Medical Knowledge Sharing:**
As lot of research is going on in medical sciences for improving healthcare systems, it becomes important to outreach this information among healthcare professionals for the access of such resources. With the help of Big Data Analytics, it is possible to provide interface for health professionals to update themselves with new medical information and thus to improve the healthcare delivery.

**Early Diagnosis among Patients:**
One of the big challenge in present healthcare systems is to take different opinions from various medical experts as every time it needs a lot of time to understand the previous patient history and other specific details. Big Data Analysis will turn to be handy for such medical experts to take decisions on the basis of insights provided by Big Data platforms.

**Applications of Big Data Analytics in Health Care Systems:**
There are number of applications in Healthcare systems where Big Data Analytics is playing an important role. Most important areas where Big Data finds its role are given below:

- **Electronic Health Records:** It is a digital repository which stores information in terms of medical history, laboratory test reports and patient prescriptions. These records are shared via secure communication channels among private and public sector providers.

- **Real Time Alerting:** Big Data Analytics is supporting Clinical Decision Support software which are providing on spot suggestions due to which the medical professionals can make their decisions.

- **Healthcare Predictive Analytics:** Efficient Big Data pipelines are used for the detection and prediction of various diseases like Diabetes, Brain Tumors etc. Accurate detection models running on Big Data pipelines are making computations of data at lower costs and also providing results in less time intervals.

- **Medical Imaging:** Medical Imaging is one of the area where Big Data Analytics is quite productive. The analysis of Medical images is very expensive and time consuming process if done in manual ways. Big Data tools can effectively process medical images by using powerful algorithms for converting these images into numerical results which will help physicians for better diagnosis.
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Without proper trust, most reputed business operator and customers also may decide to get back to using traditional methods of business exchanges rather than the use of the internet for e-commerce activities. The threats to the network security at the e-commerce sites must be constantly looked at and measures should be implemented accordingly. The security measures should be implemented in such a way that they do not compromise with the intent of the website and its functionality. In this article, we will discuss the various persistent threats to network and computer security. Hackers as well as the e-commerce sites themselves are a reason for origination of such threats.

1. Introduction
The exchange or buying and selling of commodities using the internet on a large scale facilitating the feature of transportation from one place to another is known as e-commerce. However, the term e-commerce has a much wider spectrum and involves many more commercial activities than just shopping over the web. Some people and businesses use the terminology electronic business when talking about the wider aspect of the electronic commerce. In this paper, we will discuss the term e-commerce in its broadest definition and talk about the various security threats to which it is vulnerable. The trend of taking businesses online has seen a rapid growth over the past few years. The online transactions to take place in due course are made with the help of various forms. However, e-commerce has inevitably invited its share of problem creators. As much as e-commerce has been able to simplify transactions, it is oftenly plagued by serious threats that compromise its security as a medium for money and data exchange. This article is organized as: In section-2 various security threats are discussed, section-3 deals with the different measures to stay safe during online shopping and in section-4, conclusion of this article is mentioned.

2. Security Threats to E-Commerce
Security is the vital constituent which affects e-commerce which comprises of Computer Security, Data Security and other fields. Businesses facilitating online payment systems are at higher risk of getting aimed at which can cause great losses to data and funds to the merchant. However, usually e-commerce systems provide adequate security systems to keep themselves safe. To educate the consumer is the critical part in terms of security. Some of the common yet treacherous methodologies behind the compromise in e-commerce security systems are discussed in below subsections.

2.1 DDoS
A DDoS or Distributed Denial of Service attack refers to sending an uncountable number of unwanted traffic to the server which results in overloading it. As a result, the server reaches to its superabundance state and start rejecting the legal connections. Due to this attack the server might slow down otherwise causing it to totally shutdown becoming irresponsible.

According to a report, a huge DDoS attack was coordinated on 21st October, 2016 in which thousands of online shopping website were compromised causing a great loss. This attack was done with a series of phone calls, messaging and emails that resulted in condition of the server to get totally out of control. This attack is not about the credit card or debit card transactions, it’s about the effect of those lost trusted buyers that would cripple your conversion rates and ultimately lead to the termination of a particular e-commerce website.

2.2 Clickjacking
Clickjacking, also termed as the
“UI redress attack”, is when a hacker creates multiple transparent or solid layers to attract the user to click a button and get redirect to another web page. Using this technique, the keystroke is copied too. Keystroke hijacking is used in e-commerce website with a full well-crafted combination of text, style sheets and image boxes which looks like original form and the user submit their respective details like username, password and bank account details. All the details are stored in attacker server and is later misused by the attacker for personal benefits of all sorts.

2.3 Ransomware

Ransomware is one of the modern threats to the e-commerce websites. It does exactly what the name suggests. Ransom Malware or as we simply say Ransomware is a type of malware that prevents admin from accessing their data from the website or server and then the attacker can threaten to compromise all the important data of the website servers within a limited time period until and unless one pays the ransom payment and then is able to regain access to the website.

To prevent data compromise from this threat, one must create the backup off all the information in regular time intervals and make sure the backup is totally up to date. If one has the updated data backup, after the exploitation the website can easily be restored formatting the locked-up data as well as the malware infused.

2.4 XSHM

Cross-Site History Manipulation usually abbreviated as XSHM, is a SOP (Same Origin Policy) based security breach. Same origin policy is the most vital security concept used by the modern browsers. SOP states that web pages from different origin points cannot communicate with each other. Cross-Site History Manipulation technique is based on the fact that client-side browser history is not precisely partitioned on a per-site basis. Manipulation in the browser history can lead to compromise in the SOP, allowing the use of bi-directional CSRF (Cross-Site Request Forgery) token and other exploitations such as the user privacy violation, login status detection, resources mapping, sensitive information inferring, user activity tracking and URL parameter stealing.

2.5 Trapdoors/Backdoors

While the development of the code of the e-commerce site, developers usually leave “trapdoors” or “backdoors” for the ease of monitoring the code throughout as it is developed. Instead of implementing a security protocol for accessing the code, backdoors route a quick way into the source code. Though it is convenient, trapdoors can lead to major security issues if they are not
the most straightforward answers for
minimize the dangers they force.

The understanding of e-commerce
security safety techniques and threats
on a wider level can enable every
customer and security administrator
to trust the system they are dealing with. If
the right measures are taken to secure
and formulate the framework, it’s nonviable for an unauthorized client to gain
access to the system and compromise
it.

Some feasible solutions that
can minimize the risk of getting
compromised are:
  - Use of Secure Socket Layer (SSL)
  - Use of Public Key Infrastructure (PKI)
  - Use of Premium Anti-Virus Software
  - Security through Obscurity
  - Educating Users

4. Conclusion

E-Commerce is usually understood
as the purchase and selling of products
online over the internet, but any
transaction, either data or funds that
is solely accomplished via electronic
measures can be referred to as
E-Commerce. The use of E-Commerce
worldwide, has witnessed a rapid
growth over the years, and still the
people connected are increasing every
day. E-Commerce has helped in the
establishment of online retail marketing
and has helped bloom businesses.
E-Commerce security refers to the
protection of assets from unauthorized
access, use, fabrication, or destruction.
Dimensions of E-Commerce security
include: Privacy, Authenticity, Integrity,
Non-Repudiation, Confidentiality and
Availability. Fraudsters are always on
the look to compromise data taking
advantage of the novice errors people
tend to do. Common mistakes that
leave customers vulnerable to security
threats include the use of insecure
websites, giving out more than required
personal information and leaving
computer systems open to viruses.
In this paper, we discussed about
the broader aspect of E-Commerce,
dimensions of E-Commerce Security,
E-Commerce Security threats (DDoS,
Clickjacking, Ransomware, XSHM, Use
of Backdoors and Formjacking) being
some of the methodologies used to
compromise security and guidelines
for safe and secure online life being
engaged in E-Commerce activities.
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The CSI Region-IV Regional Student Convention was organized by CSI Student Branch – GIET Gunupur, in collaboration with CSI- Gunupur Chapter on 2019 on “Artificial Intelligence and Machine Learning” during 24-25 February 2019.

In this competitive scenario the aim of such an event was to bring out the best in students to nurture their talent to bring out their within capability and from them to produce the future masters of computer proficiency, artists, painters etc. Apart from the academic excellence, the motive behind the function is the overall development of the students. Educating and character building of youth calls for a high degree of responsibility and the prime concern is at achieving and grooming the interpersonal and the societal skills of the students.

Around 250 students from various parts of Region - IV actively participated in the event. Chief Guest Prof. (Dr.) Kishenkumar Tadisina Reddy, Vice Chancellor, GIET University, and Guest of Honour Prof. (Dr.) Senthil Kumar K, School of Engineering, GIET University showed their benign presence on the occasion of Inaugural ceremony.

This was followed by “Poster Presentation Competition” on the convention theme where the students participated with great zeal depicting their enormous talent. Different varieties of posters were presented by the participants on Information and communication technology. The session was chaired by Dr. Premansu Rath and Mr. Ranjeet Kumar Panigrahy.

This was followed by “Paper presentation” where various slides were shown regarding to this technology making the people think about it in and out in this technological advanced environment. In a time span of only 7 minutes students had generated interest and curiosity in the minds of the listeners. The session was chaired by Dr. Nilamadhab Padhy.

Technical Quiz competition and App Development competition was conducted and many teams from different Colleges/Institutes were participated. The session was judged by Er. K. Murali Gopal, Er. Rajiv Senapati and Er. D. Anil Kumar.

Day2 [25th Feb] started with thematic address by Prof. (Dr.) A. K. Nayak, during his speech he stated various examples to make the audience understand the ethical practices in information and communication world in a very effective manner.

After that “Project Presentation Competition” was organized where participants express and shared their views about the respective subject with so much of confidence and energy. Students linked the project with the presentation and used the presentation as means of communication showing various processes which involve Initiation, Planning, execution, and testing. The event was judged by Prof. (Dr.) A. K. Nayak and Prof. (Dr.) S. Kuannar.

“Valedictory Programme” conveyed the report of the two day convention presented by Prof. S. N. Das [SBC, CSI-SB GIET Gunupur], sending off message to the members and to also inspire students to embark on an stimulating quest for AI and ML.

Finally the day was ended with prize distribution by Prof. (Dr.) A. K. Nayak [Vice President, computer Society of India] and then followed by “Cultural events” in which participants enthusiastically displayed their talent by performing Group Song and Group Dance and enjoyed the evening.
Seminar conducted on ‘D-Link Academy Campus Connect Program’

Organized by
Universal College of Engineering in association with CSI

Reported by Mr. Pradeep Rathi, Member, National ExecCom, RVP-VI, Maharashtra & Goa

Introduction to Workshop

The Android Application Development Workshop was conducted by the IT Department of MGM on 5th & 6th April 2019. 36 participants participated in this Workshop.

A seminar was held on 5th of April 2019 on Android app development before the workshop begin. This seminar was held for emphasizing the importance of Android in today’s era and encouraging the students to learn developing an Android applications.

Honorable DG Dr. K G Narayankhedkar and Respected Principal Dr. S K Narayankhedkar arrived with Chief Guest Mr. Pradeep Rathi and Trainer Mr. Nikhil Pawar at 10.30 am.

After the lighting lamp, dignitaries were invited to be seated on the dias. Principal has addressed the participants CSI student to come out with inner potential without depending on the brand of college. He discussed about the new apps developed in the market.

Director General has addressed to the students to develop the skill for improving their Knowledge. Also motivated the students to participate in the completion national and international level. Chief Guest Mr. Pradeep Rathi has emphasized on soft skills, Entrepreneur skills and learn to take chances.

HOD Mr. Venkat K Raman introduced everyone and elaborated the Chief Guest Mr. Pradeep Rathi’s introduction. After chief guest, Convener of workshop Prof. Yogesh Sahare emphasized on importance of Android, day to day uses of it and importance of this workshop.

Day 1: Basic introduction of Android and the related software for the development of the application as the platform also covered the installation of Android, and pre requirement such as Java JDK version above 1.8, SDK and related compatibility technical things. How to create basic layout of the application which is extended by adding images, login page, email, text. How to call a toast and intent in an application.

Day 2: The session started with practicing the previous projects and each participant interact individually with the trainer. Some real project were developed as per the instruction, such as Android app to insert the audio app and video. How to get the permission for internet cameras and sensors. Participants were doing more hands on practices related this session.

More features of Android were introduced. During this session the participants were thought how to host the developed application in the play store. At the end of session, a photo session took place and the participants were thought how to host the developed application in the play store.

More features of Android were introduced. During this session the participants were thought how to host the developed application in the play store. At the end of session, a photo session took place and thus the workshop was concluded successfully. At the end of the workshop students will get the following benefits:

- To induce the flavor of application development from the initial stages.
- Each of them would be in a position to develop their own application.
- The individual were expected to grasp the essence of the workshop thoroughly.

Mahatma Gandhi Mission’s College of Engg. and Tech., Kamothe, Navi Mumbai

Workshop Report on Android Application Development

Organized by Department of Information Technology

‘D-Link Academy Campus Connect - An Advantage of D-Link Global Certification to Student’s Career’ program was arranged at Universal College of Engineering in association with Computer Society of India. Program was enriched by the presence of CSI Western Region Director Dr. Pradeep Rathi, D-link academy Head Mr. Sudhanshu Ojha and IT Team work manager Mr. Vijay Gosavi. D-link academy Head Mr. Sudhanshu Ojha delivered a session to Students on Advantage of D-Link Global Certification to student’s Career. The seminar saw more than 60 attendees from second year and third year along with senior faculties Prof. Kanchan mam and Prof. Snehal mam followed with a Q&A session at the end of the session.

The program is based on concept of PBL-Project based learning which is demand for today’s education system to match world standard. The Centre of Excellence Lab will address the Project Based Learning Program followed by global certification to increase the employability Index. D-Link Academy delivers a comprehensive, 21st century learning experience to help students develop the foundational ICT skills needed to design, build and manage networks, along with career skills such as problem solving, collaboration and critical thinking. Also the academy wish to work closely being DTE-Maharashtra as an Industry Partner to make UCOE campus a Digital Premises for better skill learning platform.

Dr. Pradeep Rathi addressed students about the benefit of CSI membership and various new upgradation under CSI services. He also motivated students to actively participate in CSI internship and social awareness programs.
CSI Regional Student Convention- Region-III “KAUSHAL”-2019
Organized by Shri Vaishnav Vidyapeeth Vishwavidyalaya, Indore

The Nation-wide CSI-Conventions is continuously organized by different organizations. CSI Regional Convention is a platform for sharing ideas and expands networking for scholars, researchers, and students from all areas of Science and Technology.

The main aim of the Regional Student Convention is to build a foundation and inspire the young students of engineering to understand and apply the new trends in technology. The convention targets to give a broad overview of technical fusion. It invites students to participate in various events. As a Professional body, CSI encourages and supports R&D Projects in various branches of Engineering and Technology. It sponsors the Indian IT Professionals at the conferences and workshops.

This convention has 08 events which included Workshop, Research Paper & Articles, Project contest, Seminar, Mobile App Development, Programming Contest, Technical Quiz and Web Design Contest. The convention provides fruitful knowledge dissemination and cultural exchange among students from various parts of the country.

Introduction
A Regional Student Convention-Region III “KAUSHAL-19” was organized on 15th -16th March 2019 at Shri Vaishnav Vidyapeeth Vishwavidyalaya, Indore hosted by CSI, Indore Chapter and CSI-Student Branch, SVV Indore. Kaushal-19 is sponsored by M. P. Council of Science and Technology and Computer Society of India-Head Quarter. Convention theme was “Recent Digital Technology Advancement” is of great importance because of the digital technology application is transforming every walk of life. It was our great honor and privilege to become organizer of Regional Student Convention Region-III. Computer Society of India Student Branch of Shri Vaishnav Vidyapeeth Vishwavidyalaya, Indore is one of the most active branch with large number of Student members and Activities.

Inaugural Session
Chairperson of Regional Student Convention-Region III “KAUSHAL-19”, Dr. Anand Rajavat gave brief introduction to “KAUSHAL-19”. He detailed about all the contest and convention theme. Dr. Upinder Dhar, Vice Chancellor – Shri Vaishnav Vidyapeeth Vishwavidyalaya welcome Chief Guest, Sponsors, Judges and Participants. In his welcome address told about programs offered by Shri Vaishnav Institute of Information Technology with Industry collaboration like IBM, Redhat, NCSSS, Cisco and Apple with recent industry requirement on Big Data, Cloud & Mobile Computing, Enterprises System, Cyber Security and Information System, Artificial Ineligancy. He share the objective of this Regional Convention is to provide a phenomenal opportunity for the students and importance of platform of Regional Student Convention. Chief Guest of Regional Student Convention-Region III “KAUSHAL-19” Dr. A.K. Nayak, National Vice President cum President [Elec]t of Computer Society of India highlighted the need for Recent Digital Technology Advancement in Modern era. The society needs to build an innovative ecosystem by combining the use of this advanced technology with the best minds across Academia, Business, Industry and Government for the overall benefits of the common man. He told on futuristic research are in Machine Learning, Artificial Ineligancy, Data Science , IOT & IOE. He encouraged students to focus on all the area of possibility to become a Researcher scientist and always being positive to become a successful person. At the end, the words of thanks were proposed by Mr. Vijay Prakash, State Student Coordinator (M.P.) and CSI-SB, SVVV Branch Coordinator.

Valedictory Session
On Second day of Regional Student Convention-Region III “KAUSHAL-19” In Valedictory Session, Chief Guest Mr. Sanjeev Agrawal, Vice President-Operations and Human Empowerment, Impetus Infotech [India] Pvt. Ltd., Indore Dr. Upinder Dhar, Vice Chancellor – Shri Vaishnav Vidyapeeth Vishwavidyalaya, Dr. Anand Rajavat, Coordinator- Shri Vaishnav Institute of Information Technology, Mr. Vijay Prakash, Convenor of Regional Student Convention-Region III “KAUSHAL-19” were present on dais. In the speech Dr. Upinder Dhar said that in this period of change innovation is very important and congratulate to participants of different
activity and motivate to implement their idea in large level,
Chief Guest Mr. Sanjeev Agrawal said that ... He appreciated
the event "KAUSHAL-19" to provide platform to Students
for showing their Ideas, Concepts & Thoughts. Mr. Vijay
Prakash gives brief report of "KAUSHAL-19", according to
that total 500 students from different Institute across India
participated during two days Convention "KAUSHAL-19". Mr.
Vijay Prakash, Convener of Regional Student Convention-
Region III "KAUSHAL-19" informed that cash prizes of a total
Fifty thousand rupees was distributed to the winners and also
to runner up teams as well as total Fifty thousand rupees in
form of vouchers & coupons was distributed to the winners
and also to runner up teams. At the end, the words of thanks
were proposed by Dr. Anand Rajavat, Chairperson – KAUSHAL
2019.

Technical Seminar
On First day of Convention, Seminars on Recent Digital
Technology Advancement given by TCS Expert Mr. Ashish
Gangele. He Conducted a session on Java Web Application
Frameworks, Application Architecture, Single Page Application
in Java Phase 1 - AngularJs and Phase 2- Angular 5 with
Nodejs. DevOps and CICD. Approx 200 Students were attended
the technical Seminar.

Research Publications & Articles
On First day of Convention, total 32 Research Papers and
Articles were submitted. In this event, participants presented
Research Publications & Articles.

Senior Professors and industrialist from renowned
organization reviewed the research papers. The Judges for
Research Papers and Articles were

- Dr. Vivek Uprit, Head of the Department, SOCA, SIMS
  Indore.
- Mr. Ashish Agrawal, Senior Software Engineer, Systematin
  Infotech, Indore

Programming Contest
On First day of Convention, total 45 Participants were
participated in Programming Contest. In this contest, the
participant had to find out various bugs in the given code and
had to remove them all. Program statement allotted on the spot
to the participants for which the participant had written code
for a given problem. Mr. Mayank K. Sharma, CEO & Cofounder,
AMSTECH Pvt. Ltd. was the Judge for Programming Contest.

Technical Quiz
On First day of Convention, total 55 Participants were
participated in Technical Quiz. The quiz were restricted in
information and communication technology, and computer
science discipline. This event primarily focused on the
participant’s ability to give correct answers of all the given
questions during the limited period of time. Mr. Anurag Agrawal
Founder Jawabdo.co.in was the Quiz Master.

Project Contest
On First day of Convention, total 44 Participants were
participated in Project Contest. In this event UG/PG students
had to present their project along with running code. The
project presentation must primarily focused on Innovative
approach, Technical expertise, Benefits for the development of
society, Applications and real-time wide usage of the project.

Senior Professors and industrialist from renowned
organization Judge the participant Projects. The Judges for
Project Contest were

- Mr. Jitendra Patidar from FCC Kuwait [Towx Infotech Pvt.
  Ltd.]
- Mr. Suryakant Tripathi from Medicaps University

Technical Workshop
On First day of Convention, total 20 Participants were
participated in Technical Workshop. Workshops related to
recent Digital Technology Advancements in the field of IT.
Workshop topic focused on Internet of Thing. The workshop
conducted in association with IBM and ORACLE. Resource
Person of Workshop was Mr. Deepak Shrivastava, Technical
lead from WebTek Pvt. Ltd. Delhi, IBM & Oracle Authorized
Partner.

Web Design and Mobile Application Development Contest
On Second day of Convention, total 28 were participated
in Web Design and Mobile Application Development Contest.
The Web Designing Contest based on all about imagination,
adding interactivity to web pages, Applying responsive design
to enable the page to be viewed by various devices, describe
the basics of Cascading Style Sheets (CSS3) and Use the
Document Object Model (DOM) to modify pages. Engineers
usually see the world as an individual with a curious mindset.
This contest made students explores the vast areas of creativity
and Innovative ideas in WEB DESIGNING and DEVELOPMENT.

Senior Professors and industrialist from renowned
organization evaluated Application. The Judges for Web
Design and Mobile Application Development Contest were

- Mr. Devendra Mistri, Production Engineer, Digilet Indore
- Mr. Jitendra Jain, Technical Lead, Value Labs.

More than 200 Participants from various institutes across
India in Regional Student Convention-Region III “KAUSHAL
2019” including Indore, Gwalior, Bhopal, Chhindwara, Khargone
as well as from Rajasthan, Gujarat and Chhattisgarh had
participated.
Call for Regional & State CSI Student Coordinator/s - 2019-2020

Computer Society of India, with 500+ Student Branches across India with close to one lakh members invites applications from Life Members of CSI interested in serving as Regional and State Student coordinators. The Student Coordinators should be able to contribute to the growth of CSI Student Branches and to increasing activity towards spreading of IT Education in different academic institutions.

The National Student Coordinator (NSC) / Regional Student Coordinator/s (RSCs) will work closely with the Execcom, Regional Vice Presidents and CSI Education Directorate for leading, coordinating and managing student activities in the seven regions in the country. RSCs will be supported by the State Student Coordinators (SSCs) in each of the states which constitute the Regions. Details of the Regions and constituent states are given below in this advertisement.

The applicants must be dynamic with experience of serving the student community and with ability to organize Student Conventions. CSI has ambitious plans of growth and intends to conduct programs in line with the national IT policy of the Government of India so as to prepare the student community to contribute towards nation building.

The student coordinators at the Regional and State level must be Life Members of CSI with experience of serving CSI at the Chapter level and should be ready to devote time to carry out the tasks for the benefit of CSI Student Branches. Preference will be given to applicants who have organized Institutional / State level / Regional / National events and are working in an academic institution.

Interested candidates are requested to send their detailed CV (including Qualification, Experience, Position held at CSI & Membership Number) by email to admin.officer@csi-india.org with copy to Hon Secretary at secretary@csi-india.org / drskyadav@hotmail.com and Prof P Kumar, National Student Coordinator at pkumar_5@yahoo.com mentioning details of the position applied for on or before 5th June, 2019.

The following is the list of Regions and States for which Student Coordinators are invited:

<table>
<thead>
<tr>
<th>Regions</th>
<th>States</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region-1</td>
<td>Delhi</td>
</tr>
<tr>
<td></td>
<td>Haryana</td>
</tr>
<tr>
<td></td>
<td>Himachal Pradesh</td>
</tr>
<tr>
<td></td>
<td>Jammu &amp; Kashmir</td>
</tr>
<tr>
<td></td>
<td>Punjab &amp; Chandigarh</td>
</tr>
<tr>
<td></td>
<td>Uttar Pradesh</td>
</tr>
<tr>
<td></td>
<td>Uttararakhand</td>
</tr>
<tr>
<td>Region-2</td>
<td>Assam</td>
</tr>
<tr>
<td></td>
<td>Bihar</td>
</tr>
<tr>
<td></td>
<td>West Bengal</td>
</tr>
<tr>
<td>Region-3</td>
<td>Gujarat</td>
</tr>
<tr>
<td></td>
<td>Madhya Pradesh</td>
</tr>
<tr>
<td></td>
<td>Rajasthan</td>
</tr>
<tr>
<td>Region-4</td>
<td>Chhattisgarh</td>
</tr>
<tr>
<td></td>
<td>Jharkhand</td>
</tr>
<tr>
<td></td>
<td>Odisha</td>
</tr>
<tr>
<td>Region-5</td>
<td>Andhra Pradesh</td>
</tr>
<tr>
<td></td>
<td>Telangana</td>
</tr>
<tr>
<td></td>
<td>Karnataka</td>
</tr>
<tr>
<td>Region-6</td>
<td>Goa</td>
</tr>
<tr>
<td></td>
<td>Maharashtra</td>
</tr>
<tr>
<td>Region-7</td>
<td>Kerala</td>
</tr>
<tr>
<td></td>
<td>Tamil Nadu 1 &amp; Puducherry</td>
</tr>
<tr>
<td></td>
<td>Tamil Nadu 2</td>
</tr>
</tbody>
</table>

Prof. A K Nayak
President, CSI

Dr. Santosh Kumar Yadav
Hon. Secretary, CSI
University of Engineering & Management (UEM), Kolkata, West Bengal, (Region-II)

University of Engg. & Mgmt. (UEM), Kolkata opened the student branch of CSI on 13th April 2019 at UEM Kolkata campus. The inaugural ceremony was graced by the presence of CSI Kolkata chapter leadership team comprising Mr. Gautam Hajra, Chairman, Mr. Aniruddha Naq, Vice Chairman, Mr. Sourav Chakraborty, Secretary and Mr. Snehasis Banerjee, Treasurer. The program was enriched by the presence of distinguished speaker of the day Professor Dr. Amlan Chakraborty, Dean CU. Prof. Sukalyan Goswami, Registrar and HOD, CS & Engg. (CSE), UEM Kolkata welcomed the distinguished guests and addressed the audience with his welcome note emphasizing the significance on establishing the branch. Distinguished CSI Leaders explained in detail the benefits students can obtain in the field of Industry, research and academia by joining branch. They also explained the students about the importance of various Cutting Edge Technologies in the field of CS & Engg., and how CSI can play a pivotal role in development of such skills among the CSI student members. They also shared their experiences about the changes taking place at IT industry in the direction of automation, cloud computing, robotics, machine learning, AI, IoT and so on. The program was enlightened by Prof. Dr. Amlan Chakraborty, Dean CU, with his vibrant talk session on IoT. The interactive session raised lot of enthusiasm among the students regarding prospect of IoT and the implementation in human life. Students have shown lot of interests about CSI and the technical discussion taken place during the day. Prof. Kaustuv Bhattacharjee, UEM Kolkata thanked all the speakers of the day with an expectation of venturing into various knowledge intensive activities in future by organizing seminars, workshops, participation in conferences under the guidance of CSI.

Dnyanshree Institute of Engineering & Technology, Satara, Maharashtra (Region-VI)

RWMCT’s Dnyanshree Institute of Engineering & Technology, Satara, Maharashtra has inaugurated CSI Student Branch on 19th March 2019 under the guidance of Mr. D B Wangde, Hon Chairman. Mr. Rohit D Wangde, Managing Director Inaugurated the Student Branch. At this auspicious occasion, Prof. Dr. Ajay D Jadhav Principal, Mr. Mohan Kulkarni, Prof. O C Nilakhe, Prof. Pradip N Shendage (CSI Faculty Coordinator), Prof. Homkar, Prof. Dhane, Prof. Pondkule, Prof. Padwal & Prof. Gurav were present. The event was witnessed by around 100 delegates including CSI members, faculty members and students. Hon Managing Director Mr. Rohit D Wangde was inaugural keynote speaker. He congratulated CSI membership. Prof. Dr. Ajay D Jadhav marked the importance of CSI role through the membership to the students, many of which belong to rural background. Mr. Nilakhe, stressed upon the significance, benefits and role of this branch for organizing professional activities. The branch will play an important role in achieving the objective of the CSI. CSI Student branch has proposed to have connectivity to the professional IT environment. To enhance the knowledge of members, the branch will take efforts to organize different workshops and conferences, guest lectures, poster presentation / exhibitions, seminars. It will stimulate the research culture in the faculty and students. The program concluded with vote of thanks.
CSI Chennai Chapter along with other associations hosted a technical talk on Opportunities in Open Source by Mr. Shakthi Kannan, Senior DevOps Engineer, Aerospike Inc, Bangalore, on Saturday, 2nd March 2019. The “Opportunities in Open Source” talk is an interactive session for the benefit of both students and IT professionals to know the possibilities that exist when working with Free (Libre) and Open Source Software projects. The Five Ws and How approach will be used to elaborate the necessary steps that participants need to adopt for their prospective future and career growth.

Chennai Chapter along with other associations hosted a technical talk on “Product Nation: India’s Trillion Dollar Opportunity in SaaS” by Mr. Suresh Sambandam, Founder & CEO, OrangeScape on Friday, 29th March 2019. Over the last 30-40 years, due to the IT services boom, our country has built deep-domain expertise in basically every industry vertical. It is that expertise that needs to be productized to make India a global SaaS hub. Suresh gave the highlight on India’s natural strengths in SaaS, and what it will take to make India a product nation and a Global SaaS hub. Chennai Chapter organised CSI Day Celebrations on 15th March 2019. Dr. S Poonkuzhal, Chairperson gave the Welcome address. The Celebrations were started with project presentation with demo by the shortlisted 10 teams. MC members Dr. B Swaminathan, Dr. U Karthikeyan and Dr. Prema Kirubakaran were the Jury members of this event. First prize is bagged by SSS Shasun Jain College for Women, Second Prize by Rajalakshmi Engineering College and Third Prize by Panimalar Engineering College. It was followed by ICT Quiz by Mr. H R Mohan, Fellow and Past President, CSI. Vote of thanks is given by Mr. Anantha Padmanaban, MC Member.

CSI Kancheepuram Chapter organized a technical talk on Data Lake Security on 5th April 2019 at Hindustan institute of Technology and Science, Padur, Chennai. Dr. K M Mehata, Vice Chairman and Dr. M Senthil Kumar, Hon Secretary of CSI Kancheepuram Chapter were presided over the event. The program starts with welcome address by Dr. Rajeswari Mukesh, Head, School of Computing Sciences, HITS. The Resource Person Mr. M Senthil Kumar, Project Director & Senior Consultant has been introduced by Dr. S Sathyalakshmi, Professor, HITS. The Resource person started with the topic of Data Lake Security. He has shared his knowledge on data lake security, data value chain, data warehouse and data lake etc. It was a very interesting and interactive with all faculty members. He has explained about the future technologies such as Artificial Intelligence, Big Data Analytics and Data lake, which will give more opportunity in future. He interacted with faculty members about concepts of data lake security. More than 60 CSI members have attended the session. The vote of thanks has given by Dr. M Senthil Kumar, Hon Secretary CSI Kancheepuram Chapter.
Call for Paper for CSI Journal of Computing

Original Research Papers are invited for the CSI Journal of Computing, published online quarterly (e-ISSN: 2277-7091) by the Computer Society of India (CSI). The Journal of Computing offers good visibility of online research content on computer science theory, Languages & Systems, Databases, Internet Computing, Software Engineering and Applications. The journal also covers all aspects of Computational intelligence, Communications and Analytics in computer science and engineering. Journal of Computing intended for publication of truly original papers of interest to a wide audience in Computer Science, Information Technology and boundary areas between these and other fields.

The articles must be written using APA style in two columns format. The article should be typed, double-spaced on standard-sized [8.5” x 11’] with 1” margins on all sides using 12 pt. Times New Roman font and 8-12 pages in length. The standard international policy regarding similarity with existing articles will be followed prior to publication of articles. The paper is to be sent to Dr. R R Deshmukh, Chief Editor in the email id: rrdeshmukh.csit@bamu.ac.in with a copy to Prof. A K Nayak, Publisher, in the email id : aknayak@iibm.in and Dr. Brojo Kishore Mishra in email id: brojomishra@gmail.com.

Prof. A K Nayak
Publisher
<table>
<thead>
<tr>
<th>REGION-I</th>
<th>Vidya College of Engineering, Meerut</th>
<th>Guru Nanak Dev Engineering college, Ludhiana</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REGION-III</td>
<td>Sarvajanik College of Engineering &amp; Technology, Surat</td>
<td>Gyan Ganga Institute of Technology and Sciences, Jabalpur</td>
</tr>
<tr>
<td>Event</td>
<td>19-3-2019 - Expert talk on iOS Programming</td>
<td>30-3-2019 - Workshop on Java</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dharmshin Desai University, Nadiad</td>
<td>Devang Patel Inst. of Advance Tech. and Research, Anand</td>
<td></td>
</tr>
<tr>
<td>Event</td>
<td>7-4-2019 - Workshop on Web Designing</td>
<td>5-3-2019 to 9-3-2019 - STTP on Internet of Things (IOT): Enabling Technologies, Applications, Challenges &amp; Research Opportunities</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REGION-V</td>
<td>Chalapathi Institute of Engineering and Technology, Guntur</td>
<td>Malla Reddy College of Engineering, Secunderabad</td>
</tr>
<tr>
<td>Event</td>
<td>30-3-2019 to 31-3-2019 - International Conference on Recent Advances in Computer Science &amp; Engineering</td>
<td>16-2-2019 – Event on Importance &amp; Benefits of CSI Membership by Dr. N J Rajaram</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
REGION-V

Anurag Group of Institutions, Hyderabad

22-3-2019 – Workshop on Design Thinking

22-3-2019 & 23-3-2019 – Event on HACK-PY (Hackathon on Python)

G Pullaiah College of Engineering & Technology, Kurnool

3-4-2019 - Mini Project Expo

JSS Academy of Technical Education, Bangalore


GSSS Institute of Engineering & Technology for Women, Mysore

23-3-2019 - Hands-on Session on Design and Analysis of Algorithms

29-3-2019 & 30-3-2019 - Workshop on Building Internet of Things Applications using Raspberry Pi & Arduino

Maharaja Institute of Technology, Mysore

12-4-2019 - Technical Talk on IOT & its applications

20-2-2019 - Technical Talk on Recent Trends in Data Analytics
### FROM CSI STUDENT BRANCHES

#### REGION-V

<table>
<thead>
<tr>
<th>B.M.S. Institute of Technology &amp; Management, Bangalore</th>
<th>S.G. Balekundri Institute of Technology, Belgaum</th>
</tr>
</thead>
<tbody>
<tr>
<td>22-3-2019 &amp; 23-3-2019 – Workshop on Network Simulation using NS2</td>
<td>4-4-2019 – Technical talk on Cyber Law</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>New Horizon College of Engineering, Bangalore</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>K S Institute of Technology, Bangalore</th>
</tr>
</thead>
<tbody>
<tr>
<td>27-2-2019 – Seminar on Robotics and Home Automation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>KLE Institute of Technology, Hubballi</th>
</tr>
</thead>
<tbody>
<tr>
<td>12-1-2019 – Workshop on Professional Ethics</td>
</tr>
<tr>
<td>REGION-VI</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>MIT Academy of Engineering, Pune</td>
</tr>
<tr>
<td>29-3-2019 &amp; 30-3-2019 - National Conference on Emerging Trends in Computer Engineering and Technology</td>
</tr>
</tbody>
</table>

**REGION-VI**

Tatyasaheb Kore Inst. of Engg. & Tech., Warananagar

Regional activities include:
- **18-3-2019 20-3-2019 – FDP on Machine Learning using Python**

**REGION-VII**

Tatyasaheb Kore Inst. of Engg. & Tech., Warananagar

Regional activities include:
- **8-3-2019 - Real-time Coding Workshop**

**REGION-VII**

Tatyasaheb Kore Inst. of Engg. & Tech., Warananagar

Regional activities include:
- **8-3-2019 - Real-time Coding Workshop**

S A Engineering College, Chennai

Regional activities include:
- **8-3-2019 – Mr H R Mohan, Fellow and Past President during CSI Foundation Day Celebrations**

Sathyabama Institute of Science and Technology, Chennai

Regional activities include:
- **3-4-2019 to 5-4-2019 - International Conference on Artificial Intelligence and Machine Learning (IAIM 2019)**

National Engineering College, Kovilpatti

Regional activities include:
- **28-2-2019 & 1-3-2019 - National level Technical Symposium NECSI’19**

Student branches are requested to send their report to sb-activities@csi-india.org

Chapters are requested to send their activity report to chapter-activities@csi-india.org

Kindly send High Resolution Photograph with the report.
27 - 29 September, 2019

Hosted by:
Computer Society of India, Udaipur Chapter

www.csi-2018.org

Starts 27th September, 2019

Become a part of 53rd Annual Convention, Get in Touch...

For Sponsorship & Exhibition Queries
Mr. Gaurav Kumawat
Convener 53rd Annual Convention
Mobile - +91 86969 32741

For Accommodation & Hospitality Queries
Mr. Dinesh Sukhwani
Hon. Secretary, CSI Udaipur Chapter
Mobile - +91 94143 17017

For Registration & Transportation Queries
Dr. Bharat Singh Deora
Chairman, CSI Udaipur Chapter
Mobile - +91 98295 88286

For General Queries & Support
Mr. Amit Joshi - Immd. Past Chairman, CSI Udaipur Chapter
Mobile - +91 99046 32888

csiudr@gmail.com